
1. Introduction
The sea breeze system (and its lake/bay breeze counterparts) is driven by thermally induced mesoscale pressure 
gradients and consists of spatiotemporally nested phenomena (Miller et al., 2003). Past studies have revealed 
that the sea breeze system plays a distinct role in the spatiotemporal distribution of primary and secondary air 
pollutants in coastal urban environments (Caicedo et al., 2021; Ding et al., 2004; Geddes et al., 2021; Kitada 

Abstract Coastal urban environments face unique challenges associated with air quality-meteorology 
interactions. In this study, high resolution chemical transport modeling over the Greater Boston area was 
performed to improve our understanding of sea breezes impacts on the spatiotemporal variability of primary 
and secondary pollutants. We perform WRF-Chem simulations at 3 km resolution over June 22 to 10 July 2019 
(a period that included 10 sea breeze occurrences), and use Pandora tropospheric NO2 column, surface air 
quality monitoring, and vertical meteorological aircraft profiles for evaluation. The model generally reproduces 
observed spatiotemporal variability of air pollution during sea breezes well. Tropospheric columns of NO2 
predicted by the model and observed by the Pandora instrument show that sea breezes are associated with rapid 
increases and steep gradients in tropospheric NO2 and confirm accumulation of local primary emissions. Spatial 
heterogeneity in tropospheric NO2 is strongly governed by inland penetration lengths of the sea breeze front. 
Process diagnostics show that three sea-breeze days where O3 observations recorded hourly concentrations 
>70 ppb have both efficient net chemical O3 production in the boundary layer (>10 ppb/hr) and rapid O3 
convergence in the near-surface convergence zone (>20 ppb/hr). During sea breezes, interactions between 
photochemistry, the convergence zone inland penetration, and urban NOx titration effects, contribute to strong 
heterogeneity and high O3 inland that is not captured by the current monitoring network. We discuss monitoring 
needs and model applications for the sea breeze scenarios, with broad implications for air quality monitoring in 
coastal urban environments.

Plain Language Summary The sea breeze is a local meteorological system that brings air from 
the sea over the land during the day. In areas that usually experience offshore winds, this means the system 
can recirculate early morning pollutant emissions back onshore later in the day. Understanding the behavior 
of air pollutants in coastal urban environments is essential for air quality management, but land-sea breeze 
circulations are characterized by fine scale features and rapid changes in pollution levels that pose challenges 
for traditional monitoring and satellite retrievals. In the Greater Boston area, we use highly resolved information 
from a regional chemical transport model combined with observational assets to examine pollutant behavior 
and model performance. We find new evidence of underestimated regional ozone pollution and nitrogen dioxide 
column spatial variability associated with sea breezes. This variability is governed by how far the sea breeze 
penetrates inland, but is also affected by interactions between chemistry and atmospheric dynamic that are 
not well captured by current monitoring and coarse resolution models. Our results provide valuable insights 
for future ground-based and satellite remote sensing monitoring, highlighting that customized strategies for 
monitoring coastal urban air quality are required from high-resolution models constrained by carefully allocated 
observations.
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et al., 1986; Kotsakis et al., 2022; Loughner et al., 2011; Martins et al., 2012; Wentworth et al., 2015). Spatially, 
the sea breeze system can introduce sharp spatial gradients and chemical fronts. For example, multi-platform 
measurements in field campaigns have captured significant ozone (O3) gradients over the land-water interface 
(Stanier et al., 2021; Sullivan et al., 2019; J. Zhang et al., 2020). Temporally, sea breezes can cause rapid changes 
of local air pollutants, sometimes up to unhealthy levels, and can indirectly impact air quality in regions down-
wind of metropolitan emission sources. For example, Loughner et al. (2014) combined observations and model 
output to show that the inland-penetrated bay-breeze convergence zone can exacerbate surface O3 pollution levels 
near the Chesapeake Bay. Stauffer et al. (2015) showed that bay breezes worsen poor air quality that persists into 
the late evening hours in that area, and cause large horizontal and vertical gradients of O3. Developing air quality 
models that can sufficiently resolve these dynamics and associated chemistry, along with consistent monitoring, 
is therefore a high priority for air quality management in coastal urban regions, where the significant portion of 
the world's population and emission sources are concentrated.

Regional chemical transport models have been widely used for land-sea breeze simulations in field campaigns 
and research activities (Abdi-Oskouei et al., 2020; Blaylock et al., 2017; Caicedo et al., 2019). It is challenging to 
reproduce both sea breeze transport and impacts on air pollution well, as model performance can be affected by 
many different factors. Chief among these may be the model resolution, due to the importance of representing the 
mesoscale and localized features presented by sea breezes. Loughner et al. (2011) examined the effects of varying 
horizontal resolution on the development of the Chesapeake Bay breeze, and they found that simulations with 
4.5 km or finer resolution produce an earlier onset time and stronger bay breeze than with the coarser resolution 
at 13.5 km. Colby (2004) shows that high-resolution grids (e.g., 4 km) are able to resolve realistic details in the 
sea-breeze flow along the eastern New England coast. Judd et al. (2019) speculated that a model with a 12 km 
resolution might not be enough to represent an accurate shape factor for a priori assumptions for the sea breeze 
environment over Los Angeles Basin. Another critical factor is the accuracy of anthropogenic emissions input. 
Especially in urban areas, overestimated mobile sources of nitrogen oxides (NOx) could significantly affect the 
model accuracy (Anderson et al., 2014).

Accurate high-resolution modeling of sea breeze cases can inform routine and real-time monitoring networks. 
Longstanding challenges include the sparse ground-based monitoring available for global to regional assess-
ment of spatial heterogeneity in air pollution, and the insufficient temporal snapshots (and spatial resolution) 
from traditional satellite-based sensors. The latest generation of geostationary satellite instruments will provide 
unprecedented spatiotemporal resolution for pollution monitoring within urban areas (e.g., TEMPO (Zoogman 
et al., 2017) and GEMS (Kim et al., 2020)). However, challenges associated with air quality-meteorology inter-
actions in coastal urban regions could give rise to inaccuracies in the chemical inputs required by the satellite 
retrievals. The difficulties are partly due to insufficient model or geophysical input resolution in representing sea 
breeze transport and spatiotemporal variability of pollutants (Geddes et al., 2021; Goldberg et al., 2017; Judd 
et al., 2019). In addition, column measurements alone are challenging to interpret during poor air quality episodes 
in coastal regions (Thompson et al., 2019). Understanding the small-scale variability from surface to column 
scales in complex meteorological conditions, especially during sea breezes commonly experienced in coastal 
regions, is needed to improve satellite-inferred surface-level air quality conditions and to examine the long-term 
trends (Geddes et al., 2016).

The Boston area is on the cusp of violating the U.S. Environment Protection Agency (EPA) air quality standard 
for O3 (Geddes et  al.,  2021), especially if EPA revisits current air quality standards (based on a daily maxi-
mum 8-hr average of 70 ppb) for a lower-level threshold. Furthermore, Rieder et al. (2015) demonstrated that 
while regional emission controls should effectively reduce summertime O3 pollution in the eastern United States, 
increasing O3 exceedances for the Greater Boston region are projected under present-day emissions in a moderate 
climate-warming scenario. Therefore, understanding and monitoring pollution is necessary to inform effective 
outcomes of emission control policy and public health information in the area. Across the Greater Boston area, 
Davis et al.  (1890) documented one of the earliest meteorological observation records for the sea breeze: the 
most obvious sea breeze events (excluding the farther-reaching synoptic easterly wind conditions), penetrate 
inland from Boston up to 20 to 25 miles (i.e., 32–40  km). This penetration distance is beyond the coverage 
of current routine NO2 and O3 monitoring networks and leaves a gap in air pollution information there. Using 
vertical temperature and dew point data in Boston, Barbato (1978) showed that site conditions and urban form 
alter the characteristics of the Boston sea breeze with inland penetration noted up to ∼30 km. Studies have also 
investigated the influence of meteorology, coastal boundary layer processes, and topography on Northern New 
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England pollution episodes, including the impact of plumes being transported from the metropolitan Boston area 
(Angevine et al., 2004; Darby et al., 2007; Mao & Talbot, 2004). However, the role of sea breezes in the distribu-
tion of pollution within the city of Boston itself has not been the focus of these studies. More recently, a clima-
tological analysis of surface observations (Geddes et al., 2021) showed substantial Ox (= NO2 + O3) gradients of 
over 30 ppb across the urban Boston area that are uniquely observed during sea breezes. The study further high-
lighted the importance of high-resolution chemical transport modeling for local satellite retrieval development in 
coastal urban environments. In the Greater Boston area, there is a lack of new atmospheric chemistry modeling at 
the scale required to resolve sea breeze features, interpret these gradients in space and time, and help understand 
the full impact of the sea breeze's inland penetration on air pollution.

Prompted by previous research and current knowledge gaps, this study aims to investigate the following questions:
 Can high-resolution (∼3 km) modeling reproduce observed patterns (spatiotemporal variability) in air pollution 

associated with sea breezes in the greater Boston area, and what factors impact the accuracy in simulating sea 
breeze onset and evolution?

 How does the modeling inform spatiotemporal variability in air pollution that may not be captured by current 
monitoring, and what process-level insight can be obtained to understand this variability? What are the impli-
cations for new ground-based monitoring strategies and remote sensing measurements?

To answer these questions, we perform high-resolution modeling with online chemistry over the Boston area for 
the summer of 2019. The simulation covers multiple sea-breeze and non-sea-breeze days to derive representative 
conclusions for these various conditions. We use multi-scale observations to evaluate model performance, includ-
ing surface monitoring networks, vertical profiles, and ground-based remote sensing observations. For the first 
time, we use Pandora observations on the Boston University (BU) campus in a model evaluation over the urban 
Boston area, which can provide additional insights for future geostationary monitoring of pollution. We analyze 
the model spatiotemporal distribution and hotspots of pollution, and diagnose processes that contribute  espe-
cially to high ozone during sea breezes. We show that our model simulations have broad implications for new 
ground-based monitoring strategies and remote sensing measurements in coastal urban environments.

2. Data and Methods
2.1. Study Area and Time Period

Our modeling focuses on several weeks during the summer, which is known to have frequent sea breeze days in 
Boston (Geddes et al., 2021). We choose a study time period of June 22 to 10 July 2019, characterized by a compa-
rable number of sea-breeze and non-sea-breeze days. Figure 1 shows the study area and observation stations. 
Vertical meteorological profiles (Section 2.2.3) are observed at Logan Airport, and a Pandora (Section 2.2.1) is 
deployed in the urban region on the BU campus. The figure also shows the locations of surface air quality moni-
toring (Section 2.2.2) collected by the Massachusetts Department of Environmental Protection (MassDEP), as 
well as the locations of other surface meteorological measurements (Section 2.2.3) used in this study. Table S1 in 
Supporting Information S1 shows the latitude, longitude, altitude, height of sensors, and site environment of all 
the stations used in this study.

2.2. Multi-Platform Measurements

2.2.1. Pandora

The ground-based Pandora spectrometer system determines column integrated amounts of trace gases in the 
atmosphere using differential optical absorption spectroscopy. This work uses the direct-sun Pandora obser-
vations at the BU site at an elevation of ∼30 m. Pandora's slant NO2 columns are retrieved using a spectral 
fitting algorithm (Cede, 2017), which are then converted to a vertical column using an air mass factor which is 
approximately AMF = secant(Solar Zenith Angle). Direct-sun NO2 columns produced by Pandora have a clear 
sky nominal accuracy of 0.1 DU in the vertical column (Herman et al., 2009). The separation of stratospheric 
and tropospheric columns from the Pandora total column measurement is described in detail elsewhere (Adams 
et al., 2023). Briefly, an 8-day moving average of GEOS-CF stratospheric NO2 diurnal variability is scaled with 
TROPOMI-derived stratospheric NO2 at its overpass time. This calculated diurnal stratospheric NO2 column is 
separated from Pandora total NO2 column measurements. The quality-filtered Pandora observations are sampled 
to 5 min. BU Pandora data from June 22 to 10 July 2019 are used in this study.
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2.2.2. Ambient Air Quality Monitoring

Hourly in-situ observations of ground-level NO2 and O3 are retrieved from the Air Quality System repository 
at: https://aqs.epa.gov/aqsweb/airdata/download_files.html. The datasets are collected by the MassDEP and 
reported to the EPA with quality control and assurance (Ambient Air Monitoring Quality Assurance, https://
www.epa.gov/amtic/ambient-air-monitoring-quality-assurance). Surface NO2 at four sites in Eastern Massachu-
setts are available for 2019, including Roxbury, Von Hillern, Lynn, and Blue Hill. Data from a fifth station (at 
Kenmore Square) is not used in this study due to a lack of observations in 3–8 July 2019 and frequently recorded 
negative values. Surface O3 at three stations in Eastern Massachusetts are available in 2019, including Roxbury, 
Lynn, and Blue Hill.

2.2.3. Surface and Vertical Meteorological Observations

Surface observations of hourly wind speed and wind direction are retrieved from the NOAA ISD Lite database 
(ftp://ftp.ncdc.noaa.gov/pub/data/noaa/isd-lite/). Meteorological data at three sites are used, including Logan 
Airport in the coastal area and Blue Hill and Hanscom Air Force Base (referred to as Hanscom later) in the 
inland area. Aircraft Meteorological Data Reports (AMDAR) for Logan Airport are used to evaluate modeled 
vertical transport qualitatively. We use hourly vertical profiles of horizontal wind at 20-m vertical resolution 
produced from these reports by Y. Zhang et al. (2019) and are available via https://zenodo.org/record/3934378#.
YGsWUa9Kg2z.

2.2.4. Model Configuration and Experiments Design

We use the Weather Research and Forecasting with Chemistry model WRF-Chem (Fast et  al.,  2006; Grell 
et  al.,  2005) version 4.0  in this study. Table  1 summarizes our model configurations that are described in 
more detail below. Our model includes the latest iteration of the Model for OZone and Related chemical Trac-
ers (MOZART-T1) gas-phase chemical scheme (Emmons et  al.,  2020) coupled with the Georgia Institute of 
Technology-Goddard Global Ozone Chemistry Aerosol Radiation and Transport (GOCART) aerosol scheme. The 
initial and lateral chemical conditions are from the Community Atmosphere Model with chemistry (CAM-chem) 
(Buchholz et al., 2019) and downloaded from the NCAR Research Data Archive. Biomass burning emissions are 

Figure 1. Map of the study area in Greater Boston and terrain height (the entire model domain is shown in Figure S1 in 
Supporting Information S1). The red dot denotes the location of BU Pandora. The white circles denote the MassDEP air 
monitoring sites for NO2 (Lynn, Roxbury, Von Hillern, Blue Hill) used in this study, where the plus symbol denotes sites with 
collocated O3 observations (Lynn, Roxbury, Blue Hill). The pink squares denote surface wind observations (Logan Airport, 
Blue Hill, Hanscom). AMDAR profiles are also located at the Logan Airport site. The red line indicates the cross section 
across the BU Pandora station used for a later Figure.

https://aqs.epa.gov/aqsweb/airdata/download_files.html
https://www.epa.gov/amtic/ambient-air-monitoring-quality-assurance
https://www.epa.gov/amtic/ambient-air-monitoring-quality-assurance
ftp://ftp.ncdc.noaa.gov/pub/data/noaa/isd-lite/
https://zenodo.org/record/3934378#.YGsWUa9Kg2z
https://zenodo.org/record/3934378#.YGsWUa9Kg2z


Journal of Geophysical Research: Atmospheres

WANG ET AL.

10.1029/2022JD037860

5 of 22

calculated using the Fire Inventory from NCAR (FINNv1.5) (Wiedinmyer et al., 2011). Biogenic emissions are 
calculated online using the Model of Emissions of Gases and Aerosols from Nature (MEGAN) module (Guenther 
et  al.,  2006). Other parameterizations include Thompson's microphysics scheme, the Rapid Radiative Trans-
fer Model for General Circulation Models Applications (RRTMG) longwave and Goddard shortwave radiation 
schemes, the revised Monin-Obukhov surface layer, the Noah Land Surface Model, the Yonsei University (YSU) 
PBL, the New Grell cumulus scheme (G3), and the new Tropospheric Ultraviolet-Visible photolysis scheme 
(New-TUV). Lightning-NOx is included using the Barth et al. (2012) and Wong et al. (2013) parameterization. 
Tropopause diagnostic output (TROPO_P, TROPO_Z, TROPO_LEV) in WRF-Chem is archived in order to 
compare modeled tropospheric column NO2 (TCNO2) with the Pandora-derived observations. Modeled tropo-
spheric columns are calculated by summing the partial NO2 columns in each model layer from the surface to the 
tropopause height.

We use a single model domain (as shown in Figure S1 in Supporting Information S1), which covers the North-
eastern United States (NEUS) region with constant spatial resolution at 3 km (i.e., horizontal grid spacing). The 
number of the model grid cells is 389 in the West-East direction and 389 in the North-South direction. The verti-
cal coordinate comprises 60 layers below 50 hPa and 12 layers below 2 km altitude, with a center height of 28 m 
for the lowest layer. The simulation time ranges from 1200 UTC on 19 June 2019 to 1200 UTC on 11 July 2019, 
with the first 3 days used as model spin-up. The initial and lateral meteorological conditions are from the 3-km 
High-Resolution Rapid Refresh (HRRR) model (Benjamin et  al.,  2016). HRRRv3 hourly analyses data were 
retrieved from the HRRR archive at the University of Utah (Blaylock et al., 2017). We use nudged meteorological 
fields in the simulations and recycle the initial chemical fields from the previous cycle every 24-hr. We test two 
simulations with different high-resolution anthropogenic emissions inventories based on our/publicly available 
information at the time of the study to examine uncertainties in model emissions:

Simulation adjNEI11. The 2011 US EPA National Emission Inventory (NEI 2011v2) with 4 km resolution is 
regridded to the 3 km model domain. Mobile NOx and VOCs emissions (from the on-road and non-road sectors 
in the anthropogenic emission inventory) were reduced by 47% based on the US EPA national emissions trends 
from 2011 to 2019 (Air Pollutant Emissions Trends Data: National Tier 1 CAPS Trends, https://www.epa.gov/
air-emissions-inventories/air-pollutant-emissions-trends-data). Emission trends for Massachusetts show a 44% 
decline over this period (Air Pollutant Emissions Trends Data: State Tier 1 CAPS Trends, https://www.epa.
gov/air-emissions-inventories/air-pollutant-emissions-trends-data), so we do not expect our main findings would 
change if state-level trends were used.

Simulation wFIVE+NEI17. The Fuel-based Inventory of motor-Vehicle Emissions (FIVE) and NEI 2017 inven-
tory projected for 2019 (M. Li et al., 2021; McDonald et al., 2018) is used to update trace gases emissions in 
the adjNEI11 simulation input, including NOx, selected VOCs species matching the MOZART-T1 mechanism 
(HCHO, Isoprene, C2H5OH, C2H6, CH3COCH3, and CH3OH), and other trace gases (CO, SO2, NH3, HONO). The 
original 4 km resolution of this inventory is regridded to our 3 km model domain. Figure S2a and Figure S2b in 
Supporting Information S1 compare anthropogenic NOx emissions inputs between adjNEI11 and wFIVE+NEI17 
over the study region in terms of diurnal emissions and spatial distribution, respectively.

Simulations 1. adjNEI11   2. wFIVE+NEI17

Anthropogenic 1. Adjusted 4 km × 4 km NEI 2011–reduced 47% mobile NOx and VOCs

2. Replaced gas emissions a in 1 with 4 km × 4 km FIVE+NEI 2017

Horizontal D01: 3 km × 3 km over the NEUS region

Vertical 60 vertical levels from the surface to 50 hPa

Initial/boundary Meteorology: HRRR 3 km, Chemical: CAM-Chem

Chemistry Gas scheme: MOZART-T1, Aerosol scheme: GOCART

Other emissions Fire: FINNv1.5, Biogenic: MEGAN

Parameterizations Goddard, RRTMG, Thompson, revised Monin-Obukhov, Noah, YSU, G3, New TUV, Lightning-NOx

Diagnostics Tropopause height diagnostic, tendency diagnostics for O3

 aNOx, HCHO, Isoprene, C2H5OH, C2H6, CH3COCH3, CH3OH, CO, SO2, NH3, and HONO.

Table 1 
Key Configurations for the WRF-Chem v4.0 Simulations

https://www.epa.gov/air-emissions-inventories/air-pollutant-emissions-trends-data
https://www.epa.gov/air-emissions-inventories/air-pollutant-emissions-trends-data
https://www.epa.gov/air-emissions-inventories/air-pollutant-emissions-trends-data
https://www.epa.gov/air-emissions-inventories/air-pollutant-emissions-trends-data
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3. Results
3.1. Model Evaluation

We begin with a comparison between our model simulations and available observations. Table S2 in Supporting 
Information S1 summarizes some statistics for model performance.

3.1.1. Surface Wind Measurement

Figure 2 shows the comparison between observed and simulated surface wind vectors at Logan Airport (coastal), 
Blue Hill (inland), and Hanscom (inland). We first classify sea-breeze days based on the observed surface wind at 
Logan Airport. The red arrows in Figure 2 denote easterly wind directions between 45 and 135° (onshore winds) 
indicative of sea breeze activity. We acknowledge potential discrepancies in different identification methods 
for breeze development and therefore include a supplement analysis of air temperature and relative humidity in 
Figure S11 in Supporting Information S1.

A typical sea-breeze day is characterized by the onset of an easterly sea breeze at the coastal station that is 
sustained for a few hours duration. The onset time often shows a switch of wind direction from westerly (with 
northerly or southerly component) to easterly by mid-morning, with the minimum wind speed observed around 
10 a.m. LT (Geddes et al., 2021). There are 10 sea-breeze days identified during the simulation time (June 24, 
26–28, July 1, 3–4, 7–8, and 10). On these sea-breeze days, observed surface wind at Blue Hill and Hanscom 
provide an observational constraint on the extent of sea breeze inland penetration. The occurrence, inland pene-
tration, and onset/lag time of sea breezes at these inland locations vary considerably from day-to-day, indicating 
diversity in sea breeze types sampled. For example, the sea breeze reached inland stations on June 24, 26–27, July 
4, 7, 8, and 10. While on June 28, July 1, and 3, trivial sea breeze occurrence is recorded at the inland stations. The 

Figure 2. Comparison of surface wind at 10 m altitude between model results and ISD observations at Logan Airport, Blue Hill, and Hanscom sites from 2019 June 
22–2019 July 10. The red arrows denote observed and modeled easterly wind (45–135°) during the sea breeze time period. Meteorological outputs between two 
simulations are identical as the aerosol-radiation feedback is turned off.
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various extents of inland penetration are consistent with the literature in this study region (Barbato, 1978; Geddes 
et al., 2021) and, as we will show, can introduce variations in the spatiotemporal distribution of air pollutants. We 
also note nine non-sea-breeze days dominated by other weather conditions, such as westerly prevailing winds, or 
thunderstorms and fronts.

The model generally reproduced sea-breeze winds at both the coastal and inland sites. Where possible, we eval-
uated: the occurrence of a sea breeze; onset time; duration; and extent of inland penetration. First, we find the 
model captured all observed sea-breeze days in terms of their occurrence and inland penetration. However, the 
model also predicts sea breeze events on June 30 and July 5 which have been classified as non-sea breeze days 
based on the observations at Logan. This could highlight a potential difficulty in classifying conditions based 
on a limited set of meteorological observations. We also find that accurate modeling of onset time and duration 
of a sea breeze in each case remains a challenge, at least partly, associated with the model uncertainties in PBL 
schemes or air-sea interactions along the coastal regions. Biases in wind speed and direction on a particular day 
can substantially affect the accuracy of modeled NO2 and O3 concentrations. For example, a wind direction bias 
during rapid changes of wind direction and a slightly underestimated minimum speed may contribute to a high 
pollution biases (e.g., June 26 and 27). Still, the model performs well overall in reproducing the surface transport 
in sea breeze events.

Figure S3 in Supporting Information S1 shows the comparison of modeled vertical profiles of horizontal winds 
with AMDAR observation over Logan Airport. We find that sea-breeze circulations often develop within a very 
shallow layer in the boundary layer. The low-level sea breeze circulation, indicated by the red arrows in AMDAR 
wind profiles, have a depth below 0.5 km on most sea breeze days (and a depth of ∼1 km in three cases, July 4, 7, 
and 8). The figure shows that our simulation successfully captures these vertical characteristics of the occurrence 
and depth of sea breeze circulations. Our observed results are consistent with the findings from Barbato (1978), 
who showed that the vertical extent of the sea breeze inflow varies between 330 and 1,230 m, which is within 
the normal range for a sea breeze in the middle latitudes. From a climatological perspective, Geddes et al. (2021) 
indicate that the average height of the sea breeze system in 2010–2019 is on the order of 300 m. They observed 
a very stable atmosphere near the surface, more consistent with marine atmospheric conditions, with neutral to 
unstable conditions immediately aloft, which provides relevant insights for us to understand our observed vertical 
structure in the individual cases. Further, we add a caveat that our selection of the 10 sea breeze cases during the 
specific summer of 2019 may not necessarily represent the climatological behavior of sea breeze properties in 
this urban area.

3.1.2. Surface NO2 Measurement

Figure 3 shows the time series of surface NO2 measured at the four sites in our study domain compared with the 
modeled surface NO2 from the collocated model grid cell (i.e., point-to-point comparison using the nearest model 
grid cell to the station). We evaluate the output from simulations with two different anthropogenic emission 
inputs: adjNEI11 and wFIVE+NEI17 (described above). This evaluation aims to answer: (a) Can we determine 
which simulation better represents the primary NOx emissions' magnitude and spatiotemporal variability in this 
region? and (b) How does the model accuracy vary between sea-breeze and non-sea-breeze days?

We find that the choice of anthropogenic NOx inventory plays an important role in the performance of surface NO2 
magnitude in the Greater Boston region. Although both simulations resolved urban-suburban differences well, 
the adjNEI11 simulation overestimated surface NO2 significantly (RMSEadjNEI11 = 8.79, NMBadjNEI11 = 0.62). 
This indicates that reducing the mobile (on-road and off-road) NOx emissions from NEI2011 inventory by half 
(according to the trend in NEI from 2011 to 2019) is insufficient to accurately represent local emissions in 2019. 
The wFIVE+NEI17 simulation performs better in surface NO2 (RMSEwFIVE+NEI17 = 5.91, NMBwFIVE+NEI17 = 0.23), 
especially at the urban sites, suggesting a better representation of local anthropogenic NOx emissions for 2019.

The temporal dynamics of emissions are not captured perfectly by either inventory, as indicated by a moder-
ate hourly correlation across all sites (RwFIVE+NEI17  =  0.63, RadjNEI11  =  0.68). We examine the model diurnal 
performance by different sites and weather scenarios to understand the discrepancies in more detail (Table S2 
in Supporting Information S1). The correlation coefficient statistics indicate that: (a) Both simulations have a 
moderate correlation with the hourly NO2 observed at most individual sites, except for a weak correlation with 
the Lynn site. This is likely due to transport errors at this near-coast suburban region, since both simulations show 
a mismatch with the observed rapid increases of surface NO2 at Lynn on individual days (e.g., June 26 and 27); 
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(b) The diurnal performance varies with weather scenarios and days. For example, westerly prevailing days have 
the best diurnal performance over other scenarios, with a strong overall correlation with observed hourly NO2 
(e.g., RwFIVE+NEI17 = 0.75, daily range in [0.42, 0.90]). In contrast, sea-breeze days have an overall moderate corre-
lation and a broader range of daily diurnal correlation (e.g., RwFIVE+NEI17 = 0.62, daily range in [−0.23, 0.86]), 
likely associated with the uncertainty in modeling the onset time of sea breeze and wind. This implies that the 
challenges during sea-breeze conditions may degrade the overall model performance in coastal regions. The thun-
derstorm or front scenario is another complex weather condition with relatively weak performance compared to 
westerly prevailing days. Although we do not focus on these days for our analysis, we briefly address the possible 
reasons together with the O3 evaluation later.

Overall, the comparison indicates that our model performs reasonably at reproducing surface NO2 patterns in the 
region, even during sea breezes, and the wFIVE+NEI17 (projected to 2019) inventory seems to represent more 
realistic NOx emissions during our study period.

3.1.3. Pandora Column NO2 Measurement

Surface NO2 alone may be insufficient to represent the primary NOx emission and its diurnal behavior, partly 
due to the impact of PBL evolution throughout the day. Therefore, we further apply Pandora tropospheric NO2 
observations at BU to provide an additional evaluation of the emissions used in our model scenarios. Figure 4 
shows the tropospheric NO2 column comparison between the Pandora observations at BU, and collocated output 
from the two simulations.

Both simulations are able to reproduce the general temporal variability observed in tropospheric NO2. Quantita-
tively, the simulations captured the daily variability of column NO2 with strong correlation (RwFIVE+NEI17 = 0.85 
for daily 2 p.m. comparison; RwFIVE+NEI17 = 0.78 for daily 6 p.m. comparison) and hourly variations of column 
NO2 with moderate correlation (RwFIVE+NEI17 = 0.64, RadjNEI11 = 0.60). Compared to the daily variation, the rela-
tively weaker performance in diurnal variation of tropospheric column NO2 is again likely associated with small 
errors in modeling the onset time of sea breeze that become very important due to rapid changes in NO2 column 

Figure 3. Comparison of surface NO2 between WRF-Chem simulations and surface observation from 2019 June 22–2019 July 10 at 4 sites. The shading denotes 10 sea 
breeze days classified by inspection of the wind observations at Logan, where the onset time of sea breezes is mostly between 9 a.m. LT to 12 p.m. LT.
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abundance. This is supported by the scatter plot in Figure S4 in Supporting Information  S1, which shows a 
relatively tight distribution at low column abundances, but a larger spread in the distribution at higher column 
abundances (which tends to be observed primarily during sea-breeze days, Figure 4). Therefore, a mismatch of 
the timing in peak NO2 between modeled and observed tropospheric column NO2 weakens the hourly correlation.

Generally, we find a clear response in the tropospheric column NO2 to the sea-breeze days. Both Pandora obser-
vations and model results show a rapid increase of NO2 column densities during sea-breeze days in the Boston 
area. This provides further evidence of an accumulation of primary emissions in the upper air over the urban 
Boston region, as pointed out in Geddes et al. (2021) using a climatological analysis of available surface NO2 
monitoring. We group the timeseries by sea-breeze and non-sea-breeze cases to better illustrate this sea-breeze 
role on TCNO2 magnitude and corresponding model performance. We note how the 5-min Pandora observations 
resolve rapid fluctuations on sea-breeze days, revealing that the sea breeze can impact tropospheric NO2 on the 
timescale of minutes. This distinct and rapid diurnal variation of tropospheric column NO2 is not resolved by 
hourly instantaneous model output (nor hourly average monitoring data). Therefore, we show 5-min Pandora data 
first, and then make a fair “apples to apples” evaluation by sampling the 5-min Pandora data at hourly intervals 
for comparison with the hourly model output.

The boxplot of 5-min Pandora observations shows that the sea-breeze scenario dominates the high TCNO2 
observed in this region. Later, we use the third quartile of observed TCNO2 (Q3 = 0.4 DU) as an indicator for 

Figure 4. (upper) Comparison of tropospheric column NO2 (TCNO2) between WRF-Chem simulations and Pandora observation at Boston University from June 22 to 
10 July 2019. The black dots and yellow circles denote 5-min and hourly-instantaneous (i.e., the 5-min average value occurring on the hour (e.g., value at 2:00 p.m., at 
3:00 p.m., etc.). Pandora data, respectively. The blue and red lines represent simulation adjNEI11 and wFIVE+NEI17, respectively. The shading denotes 10 sea breeze 
days classified by inspection of the wind observations at Logan. (Bottom left) BU Pandora 5-min TCNO2 box and whisker plots grouped by 19 all days, 10 sea-breeze 
days, and 9 non-sea-breeze days. (Bottom right) Hourly TCNO2 comparison between BU Pandora hourly-instantaneous data (labeled as “OBS”) and two simulations 
adjNEI11 (labeled as “adj”) and wFIVE+NEI17 (labeled as “wfive”).
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high TCNO2 “hot spots”. We compare the modeled TCNO2 with hourly averaged Pandora TCNO2 in the boxplots 
of Figure 4. Both simulations are able to capture the coincidence of high NO2 on sea breeze days compared to 
other conditions, but the wFIVE+NEI17 scenario performs better in representing the absolute values, especially 
the highest TCNO2 (e.g., in terms of third quartile and outliers).

Considering the model performance for surface NO2 and TCNO2 together, we infer that the wFIVE+NEI17 
inventory is a more accurate representation of the 2019 NOx emissions over the urban core. The overestimate of 
NOx emissions in the scaled NEI2011 inventory is consistent with the evidence of uncertainties in mobile emis-
sions estimated by the NEI (Anderson et al., 2014; McDonald et al., 2018; Souri et al., 2016; Travis et al., 2016), 
and this work may add to this evidence. We note that the weekday-weekend emissions difference is reflected 
in wFIVE+NEI17 but not in adjNEI11, and the diurnal trend of wFIVE+NEI17 NOx emission has an earlier 
increase on weekdays than on weekends. The discrepancies between the two inventories are particularly high in 
suburban areas of our study region (see Region two in Figure S2a in Supporting Information S1). We also note 
that M. Li et al. (2021) find the updated FIVE18 (FIVE inventory updated for 2018) is in good agreement with 
NEI17 over the Continental United States, in contrast to discrepancies reported between FIVE and the NEI for 
previous years. More Pandoras and surface constraints in future work may help interpret the performance of these 
emission inventories over our study region.

3.1.4. Surface O3 Measurement

Figure 5 shows the comparison of surface O3 between simulations and observations at urban (Roxbury) and 
suburban (Lynn and Blue Hill) sites. With this evaluation we aim to answer: (a) Can we determine which simu-
lation better represents the secondary O3 pollutant's magnitude and spatiotemporal variability in the region? (b) 
How does the model accuracy vary between sea-breeze and non-sea-breeze days?

The comparison shows that model performance in representing the magnitude and diurnal variations of 
surface O3 is similar in either simulation. Both have a strong correlation with observed hourly O3 variations 
(RwFIVE+NEI17 = 0.71, RadjNEI11 = 0.72). We note that the model successfully reproduces nighttime O3, especially 
at the urban site (Roxbury), which indicates an accurate representation of O3 titration from local NOx emissions. 
The wFIVE+NEI17 simulation performs better overall in reproducing nighttime O3 (e.g., June 24, June 26), 
which provides additional evidence that the NOx emissions from this scenario are more appropriate. However, 
there is a tendency to overestimate daily peak O3 on individual days, leading to an overall overestimate of O3 in 
both simulations (RMSEwFIVE+NEI17 = 14.95, NMBwFIVE+NEI17 = 0.32, RMSEadjNEI11 = 14.76, NMBadjNEI11 = 0.30). 

Figure 5. Comparison of surface O3 between WRF-Chem simulations and surface observation from 2019 June 22–2019 July 10 at 3 sites. The shading denotes 10 sea 
breeze days classified by inspection of the wind observations at Logan. The aqua line marks O3 concentrations of 70 ppb.



Journal of Geophysical Research: Atmospheres

WANG ET AL.

10.1029/2022JD037860

11 of 22

This implies that factors in addition to overestimating local NOx sources play a predominant role in the modeled 
ozone bias in this region.

We find that modeled O3 performance varies with atmospheric conditions. Westerly prevailing days show the 
best performance, with moderate to strong correlation for individual days (e.g., RwFIVE+NEI17 = 0.73, daily range 
in [0.52, 0.92]). In contrast, days with precipitation (June 25, 29–30, July 6) show a large O3 bias in magnitude 
and diurnal variations. Both surface NO2 and O3 have weak model performance on these rainy days (June 25, 
29–30, July 6), which could be evidence of underestimated precipitation and wet scavenging on trace gases 
(J. Li et al., 2021) and an indication of model uncertainties in photochemistry related to mispredicted clouds 
development. Accurate precipitation simulation requires sufficient observation data and sophisticated assimila-
tion methods to improve the uncertainties on model spin-up and rapid error growth problems (Akbari Asanjan 
et al., 2018), but these conditions are not the focus of this manuscript and could be the subject of future modeling 
investigations.

Modeled O3 performance varies from day-to-day in the sea-breeze scenarios. For example, June 24, June 28, July 
3, and July 10 show relatively accurate ozone simulation, while June 26–27 show a larger bias. Quantitatively, 
modeled magnitude and diurnal correlation show a broad range in sea-breeze days (e.g., RwFIVE+NEI17 = 0.72, 
daily range in [0.15, 0.92]). We use a process analysis in Section 3.2.3 to explore the various drivers of model O3 
performance on specific sea breeze days.

3.2. Sea Breeze Impacts on Spatiotemporal Distribution of O3 and NO2

Leveraging our model run that includes many examples of sea breezes, we investigate the general impact of 
sea breezes on the predicted spatiotemporal variability of primary emissions and secondary O3 pollution. The 
3-km resolution model output allows us to determine the diurnal and daily changes in the spatial distribution of 
pollutants on sea-breeze days, and identify “hot spots” that may indicate gaps in current monitoring and oppor-
tunities for additional ground-based and remote sensing measurements. Based on our evaluation above, we focus 
on output using the wFIVE+NEI17 (projected to 2019) inventory simulation. We begin by focusing on the role 
of sea breeze events on modeled surface concentrations of NO2 and O3 with implications for surface monitoring 
capabilities. We then discuss the importance of sea breezes on tropospheric NO2 columns, which has relevance 
in particular for remote sensing applications.

3.2.1. Daily and Diurnal Variability of Surface O3 and NO2

Figure 6 shows modeled surface O3 (with contours of modeled surface NO2) and surface wind vector distribution 
at 2 p.m. and 6 p.m. on selected sea-breeze days and non-sea-breeze days that showed good agreement with the 
available observations (plots for all cases are shown in Figure S5 in Supporting Information S1). 2 and 6 p.m.  are 
selected due to being within obvious sea breeze impact hours and close to overpass times of remote sensing 
observations (either afternoon-overpasses from polar-orbit or late day observations from geostationary orbit). 
Compared with the non-sea-breeze cases, the distinctive feature on the sea-breeze days is a convergence zone of 
elevated O3 characterized by a steep O3 gradient over land. The formation of this steep O3 gradient is consistent 
with previous model findings from the Chesapeake Bay area (Loughner et al., 2014). This convergence zone 
over the urban region causes high air-pollution concentrations on both sides of the breeze front to converge while 
bringing cleaner air from the marine and rural/suburban areas to the convergence zone.

On days that develop sea breeze cases, we find that mornings (10 a.m. LT, see Figure S5 in Supporting Infor-
mation S1) are often characterized by accumulated local NOx emissions (steep NO2 gradients and the maximum 
NO2 > 10 ppb) due to calm wind fields overland, and see a concomitant NOx titration effect on O3 concentrations 
in the urban core. Exceptions occur on June 24, July 1, and July 7 which each starts with a stronger wind field 
overland (in the overall domain on July 1 and 7, or in a limited urban area on June 24). By 2 p.m. LT (Figure 
6 and S5 in Supporting Information S1), easterly sea breezes have penetrated inland, reaching varying extents 
along the coastline depending on the case. At this time, the full inland penetration of the sea breeze front reaches 
up to ∼20 km away from the coastal Logan Airport location. The convergence zone of steep O3 gradient appears 
in the vicinity of the breeze front. Modeled surface O3 concentrations become particularly elevated (>70 ppb) 
on June 26–28, July 3–4, July 8 and 10. Among these days, elevated O3 is also recorded by at least one of the 
monitoring stations on June 28, July 3, and July 10. Both observations and model results show that the sea breeze 
days that start with weaker winds over land (which less effectively ventilate local emissions) can result in elevated 
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O3 concentrations, suggesting that the accumulation of local primary pollutants due to the weak ventilation and 
subsequent local production of O3 is an important driver on the worst O3 sea breeze days (as opposed to being 
impacted by precursors transported from upwind regions).

By the later afternoon (at 6 p.m. LT), O3-rich air further penetrates inland and maintains elevated concentrations. 
The penetration of the O3-rich air exhibits large spatial variability from day-to-day, with an inland penetration 
from less than 20 km to 50–60 km away from the coastline. The variable inland penetration distance coincides 
with varying penetration wind speeds from day-to-day. Of the simulated cases, inland penetration wind speeds 
ranged from a maximum of ∼8 km/hr (e.g., June 26 in Figure S5 in Supporting Information S1) to a minimum 
speed of near zero (e.g., stagnant air on June 28).

3.2.2. Surface O3 and Ox Hotspots

Figure 7 shows a map of counted hours when modeled surface O3 exceeded 70 ppb, along with the locations of 
current O3 ground-based monitoring. We find major hot spots of O3 pollution (hourly O3 > 70 ppb) inland, along 
the coast, and in overseas regions. This pollution heterogeneity overland is dominated by sea-breeze days, where 
we find areas of high O3 over some inland suburbs and suppressed O3 concentrations in the immediate urban 
core. Non-sea-breeze days have a more uniform distribution of O3 pollution overland (from low upwind to higher 
downwind) due to more synoptic advection patterns. These days see higher O3 concentrations mainly overseas, 
downwind of the urban emissions.

We additionally calculate “Ox” hot spots to help interpret the heterogeneity in O3 pollution (Figure 7, right). 
Defining Ox as NO2 + O3 helps attribute the spatial patterns between near-field titration of O3 by high NO sources 
from chemical O3 production and transport (assuming negligible impacts of direct NO2 emissions). The spatial 
distribution of high Ox hours in the sea-breeze scenario is consistent with our observational analysis in Geddes 

Figure 6. Modeled surface O3, NO2 contour (black lines), and wind vector (black arrows) distribution at 2 and 6 p.m. LT 
on sea-breeze days and non-sea-breeze days. Plots for all cases at 10 a.m., 2 p.m., and 6 p.m. LT are shown in Figure S5 
in Supporting Information S1. The coastline is shown in white. The density of wind barbs was reduced by half along the 
longitude and the latitude for visualization.
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et al. (2021), where we inferred the presence of large horizontal gradients of secondary air pollution across moni-
toring stations during sea breezes. Even after accounting for near-field titration by NO, the model predicts sharp 
gradients over relatively small distances within the urban region. Moreover, the model predicts an enhancement 
of secondary air pollution on sea breeze days further inland, over regions that are not currently covered by routine 
monitoring sites for O3 and NO2. As shown in the diurnal distributions, the various extent of sea-breeze inland 
penetration can bring O3-rich air to the far inland area. The increase of Ox inland indicates that secondary O3 
production takes place while the breeze penetrates inland, impacting the O3 distribution. Notably, by comparing 
Ox with O3 hot spots, we find that the sea breeze days specifically result in suppressed O3 pollution within the 
urban core due to the titration by NO sources that are accumulated locally. On non-sea breeze westerly days, these 
emissions are more efficiently ventilated.

Together, the interactions between O3 photochemistry, sea breeze inland penetration, and NOx titration effects 
contribute to the O3 pollution heterogeneity overland that is poorly represented by the current routine observa-
tions. While conventional wisdom in the Greater Boston region is that poor air quality can be largely attributed 
to non-local precursors being transported from the southwest direction (due to the predominance of westerly 
conditions in the Northeast U.S. region), our modeling suggests that the additional importance of sea breezes on 
deteriorating local air quality could be underestimated simply due to current monitor placement. We explore this 
in more detail below using process-level diagnostics from the model in Section 3.2.3.

Our analysis of O3 hot spots brings up an important question relevant to the air quality community: What typi-
cal conditions favor O3 pollution in the Greater Boston area? Based on the observations and model results, two 
typical conditions favorite high hourly ozone over 70 ppb (8-Hour ozone over 70 ppb is defined as an ozone 
exceedance day in EPA standard). One is characterized by southwesterly winds on non-sea-breeze days, and the 

Figure 7. Modeled hours for O3 (left) and Ox (right) over 70 ppb for 19 all days, 10 sea-breeze days, and 9 non-sea-breeze 
days. The white circle denotes the three surface O3 monitoring sites used in this study.
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associated non-local pollution sources. This is supported by the Massachusetts 2019 Air Quality Report (Massa-
chusetts 2019 Air Quality Report, 2020) saying that O3 exceedances typically occur in Massachusetts when a high 
pressure south of New England creates a broad and slow southwesterly airflow containing precursors from the 
upwind coastal urban corridor to New England. It is fair to say that the current surface monitoring network covers 
important upwind-downwind transect under southwesterly flow (e.g., Blue Hill, Roxbury, Lynn) and may provide 
sufficient monitoring of pollution when these conditions prevail.

Here, we identify the additional importance of sea breezes. Not all sea-breeze days directly lead to elevated O3 
pollution levels, but Geddes et al.  (2021) showed using limited observations that O3 can achieve comparable 
midday concentrations as those on westerly-prevailing conditions (with sea breeze days more impacted by local 
production due to calm morning conditions, and a smaller background input from upwind). Our model results 
further confirm this, and provide a full picture of the spatiotemporal distribution. We find that O3 pollution on sea 
breeze days is unevenly distributed in space, and poorly represented by the current monitoring network. Future 
field experiments or even additional routine monitoring observations, particularly filling in the monitoring gap 
in some inland suburbs, would improve our understanding of the importance of the sea breeze on air quality and 
help monitor changes over the next few decades.

3.2.3. Diagnosing Processes Contributing to the O3 Pollution in Sea Breezes

Chemical transport models offer the unique opportunity to diagnose specific processes (relating to atmospheric 
dynamics and chemical production) that govern the occurrence of high O3 during sea breeze events. Here, we 
apply WRF-Chem process diagnostic tools to quantify the contribution of these processes to high O3 pollution 
and interpret the interactions between dynamical and chemical processes affected by the sea breeze system.

Figure 8 shows longitude-altitude curtain plots along 42.35 N latitude (line shown in Figure 1) of WRF-Chem 
O3 tendencies, including net chemical O3 production (PO3) and the sum of horizontal and vertical advection of 
O3 (AdvH + AdvZ), at 2:00-3:00 p.m. LT (18:00-19:00 UTC) on the same days as shown in Figure 6. Sea breeze 
days with elevated O3 (e.g., June 28, July 3, and July 10) show efficient photochemical production (PO3 > 10 
ppb/hr) in the upper boundary layer (up to 1–2 km) over the urban region and rapid convergence over land (O3 
advection >20 ppb/hr) near the surface (up to 300–500 m) due to the impact of sea breeze circulation. Rapid O3 
convergence (positive advection tendency) within the convergence zone and considerable divergence (negative 
advection tendency) outside of it dominate the formation of the steep O3 gradients near the surface. During sea 
breeze development, inland penetration of the convergence zone (see July 3 hourly diagnostics as an example 
in Figure S6 in Supporting Information S1) results in elevated O3 (>70 ppb) at individual sites. In contrast, the 
sea-breeze case with lower O3 level (e.g., June 24) shows insufficient photochemical O3 production over the urban 
region and less O3 convergence impact on the surface over land.

Westerly days with low O3 levels over land may have strong photochemical O3 production, but this production 
occurs offshore (e.g., July 2). Southwesterly days with elevated O3 levels (e.g., July 5) do not show the same 
small-scale features observed on sea-breeze days, consistent with the role of synoptic-scale systems on non-local 
source transport.

3.2.4. Variability in Tropospheric NO2

We next examine the relevance of our modeling to observations of tropospheric NO2 columns that would be 
derived from the ground- or satellite-based remote sensing. Figure  9 shows the modeled tropospheric NO2 
column distribution at 2 and 6 p.m. for our simulated sea-breeze and non-sea breeze days. The tropospheric NO2 
column on non-sea-breeze days, especially the westerly prevailing days, has a clear signal of local NOx emissions 
being ventilated and transported over the sea. This implies that it has a lower accumulation of NOx emissions 
due to the mixing or dilution. In contrast, sea breeze days have steep gradients of tropospheric NO2 column over 
land, ranging from almost no pollution to the highest nearby the sea breeze front. These model results suggest that 
sea-breeze development profoundly influences the diurnal tropospheric NO2 pattern and spatial gradient over the 
Greater Boston region, and can drive rapid spatiotemporal changes in column abundance. While mornings begin 
with weak offshore winds, the onset of sea breeze around 10 a.m. LT gradually reshapes the air mass of local 
anthropogenic NOx emissions from the east to the western boundary. By 2 p.m. LT (Figure 9), the steep gradient 
of tropospheric NO2 just inland of the coast reflects the location of the sea-breeze front. By later afternoon (6 
p.m. LT), inland penetration of the breeze can lead to a westward spreading of urban emissions into the suburban 
areas, still with a sharp inland boundary and steep gradient of tropospheric NO2. Daily variability in the onset 
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time of sea breeze and inland penetration length would drive variability in these inland suburbs, posing challenges 
to ground-based sea-breeze monitoring. This inland advancement of the high NO2 plume later in the afternoon 
would not have been previously observed by current low earth orbit satellite instruments (which overpass either 
in the morning or early afternoon), but could be captured by forthcoming geostationary measurements.

To emphasize the importance of sea breeze days on elevated NO2 columns, Figure S8 in Supporting Informa-
tion S1 shows a map of counted hours in simulated tropospheric NO2 column over 0.4 DU for all days, then sepa-
rated by sea-breeze days and non-sea-breeze days respectively. Major hot spots of tropospheric NO2 are located 
in the urban core over the Greater Boston area, nearby the local NOx emission sources. Sea-breeze days domi-
nate the high tropospheric NO2 hours, which are rarely observed during predominantly westerly conditions. The 
predicted accumulation of NO2 column abundance locally during sea breeze days is consistent with preliminary 
findings from TROPOMI satellite observations shown in Geddes et al. (2021). Spatially allocating other Pandoras 
across the urban area could be of great importance for monitoring and evaluation of satellite-based tropospheric 
NO2. Based on the simulated distribution of NO2 hot spots, the BU Pandora does tend to capture the temporal and 
spatial peak pollution of sea breezes (occurring ∼2 p.m. LT at this location). The elevated NO2 pollution during 
sea-breeze cases highlights the importance of sea-breeze monitoring and improving remote sensing retrievals 
under these conditions.

The considerable hours of high tropospheric NO2 outside the urban core (Figure S8 in Supporting Informa-
tion S1) indicate dynamic impacts on redistributing the local NOx emissions to both inland suburban and over-sea 
regions. This is particularly true when looking at the diurnal patterns on sea breeze days, where the TCNO2 hot 
spots gradually switched from coastal offshore areas in the morning to inland areas in the afternoon. Allocation 
of Pandoras in the inland suburban regions could support and benefit geostationary satellite retrieval evaluation 

Figure 8. WRF-Chem O3 process diagnostics for net chemical O3 production (PO3) and the sum of horizontal and vertical ozone transport (AdvH + AdvZ) at 2 p.m. 
LT on sea-breeze days (left) and non-sea-breeze days (right), respectively. The red line denotes the location at Logan Airport, as a rough boundary between inland and 
sea areas. The black triangle denotes the location at BU.
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during sea breezes. As of the end of 2021, additional Pandora measurements have become available in the Greater 
Boston region (at Harvard, Blue Hill, and Lynn, in addition to BU) to increase the coincident spatial coverage. 
Still, we find that to meet the challenge of geostationary satellite monitoring on sea breeze impacts, it would be 
helpful to allocate Pandoras at more suburban/inland sites (e.g., west of the urban region, Hanscom) and coastal 
sites (e.g., Logan Airport, Harbor Island). Co-allocation of Pandoras with wind monitoring sites (e.g., Logan 
Airport, Blue Hill, Hanscom) is especially helpful for sea breeze studies, as joint dynamics-chemistry measure-
ments can increase the value of collected datasets and have broadening impacts (Cleary et al., 2022; Mullendore 
et al., 2021).

Finally, we also examine the modeled vertical NO2 profiles to investigate potential challenges for satellite retrieval 
work which require prior vertical “shape factors” for NO2 as inputs. Figure 10 shows the altitude-longitude curtains 
of NO2 across BU (black triangle marker) and Logan Airport (red line) locations with x-w component winds. The 
sea-breeze cases have larger spatiotemporal variability in their NO2 profiles (along with sharper spatial contrasts) 
compared with the non-sea-breeze cases. The plots are from the surface up to 3 km altitude, which show how the land 
breeze alternates with the sea breeze on different sea breeze days and impacts vertical profiles within this lower range. 
From 6 a.m. (not shown) to 2 p.m. LT, the westerly land breeze alternates with the low-level easterly flow after the 
onset of the sea breeze. By TROPOMI overpass time around 2 p.m. LT, the convergence and updraft flow near the 
sea breeze fronts have created steep chemical gradients in inner urban regions. In the afternoon, the varying extent of 
inland penetration and more aloft return flow redistribute the vertical NO2 profiles from urban to suburban or rural 
regions. Geostationary satellites are expected to provide a unique opportunity to monitor the evolution of sea breezes 
across the daytime. Here we demonstrate that the spatial scale of sea breeze features in this region, together with mode-
ling uncertainties (e.g., transport and emissions uncertainties) may pose challenges to geostationary air mass factor 
calculations required for satellite retrievals, and this will be explored quantitatively in separate work. Geostationary 
monitoring will also offer finer spatiotemporal distribution of formaldehyde (HCHO) retrievals, providing some indi-
cation of O3 sensitivity by the HCHO to NO2 ratio (Duncan et al., 2010; Jin et al., 2020; Martin et al., 2004), and to 
conduct joint inversion retrieval of NOx and volatile organic compounds (VOCs) emissions to constrain the response 
of ozone production to emission changes (Souri et al., 2020). The interpretation of O3 chemistry from satellite-derived 
HCHO and NO2 remains an active area of careful investigation (Johnson et al., 2022; Souri et al., 2022).

Interestingly, the relationship between peak surface concentrations and peak column abundance is complex. 
While surface concentrations of NO2 tend to peak early in the morning (when emissions are strong and the 

Figure 9. Modeled tropospheric NO2 column distribution at 2 and 6 p.m. LT in sea-breeze days (left) and non-sea-breeze 
days (right). Available instant Pandora data is overplotted. Plots for all cases are in Figure S7 in Supporting Information S1.
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boundary layer is shallow), here we show that column NO2 tends to peak mid-day. Thompson et al. (2019) showed 
that the relationship between Pandora column and surface NO2 depends on meteorology, where only one of three 
cases were correlated using data from the KORUS-OC/AQ field campaign in South Korea in 2016. Compared to 
surface NO2, we conclude that temporal variability in the tropospheric column NO2 serves as a better indicator of 
sea breeze front arrival. Detailed examination of the meteorological controls on the relationship between surface 
concentrations and column abundance at our location is presented in a companion observational analysis (Adams 
et al., 2023).

4. Discussion and Conclusion
We performed a 3 km × 3 km WRF-Chem simulation during June–July 2019 in the Greater Boston area. Coastal 
and inland wind measurements provide evidence of the sea-breeze occurrence on 10 days during our study period, 
characterized by various extents of inland penetrations. Integrating the model output with ground-based remote 
sensing measurements from Pandora NO2 column data, surface monitors, and vertical meteorological profiles, 
we expand our understanding of primary and secondary pollutants in this coastal environment and support future 
ground- and satellite-based monitoring applications.

Pollutant behavior. Sea breeze development has a profound influence on the spatiotemporal behavior of primary 
and secondary pollutants at a regional scale.
 Nitrogen dioxide behavior. Pandora observations and model results show that sea breezes (and the associated 

front) lead to a rapid increase and steep gradient of tropospheric NO2 in the urban Boston region, with similar 
features previously reported in other coastal regions, such as the Los Angeles Basin (Judd et al., 2018) and the 
Lake Michigan (Stanier et al., 2021), indicating an accumulation of local primary emissions by the conver-
gence zone along the breeze front (Banta et al., 2005). The model shows that various extents of sea-breeze 
inland penetrations (especially in the afternoon) increase spatial variability of tropospheric NO2 over both 
diurnal and day-to-day scales. During strong sea-breeze days, far-inland penetration of the sea-breeze front 

Figure 10. Same as Figure 9, but for modeled vertical NO2 profiles across BU latitude.
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can increase tropospheric NO2 over suburban or rural area downwind urban emissions not currently captured 
by ground-based observations. We find that tropospheric NO2 can serve as an excellent indicator for monitor-
ing sea breeze front and primary emissions.

 Ozone behavior. Among the 10 sea breeze cases, available observations record 3 days when O3 exceeded 70 ppb. 
We apply model process diagnostics to quantify the chemical and dynamical processes and find common 
quantitative features. These sea-breeze days have both efficient photochemical O3 production in the upper 
boundary layer (net chemical O3 production over 10 ppb/hr up to 1–2 km) and rapid O3 convergence near 
the surface (O3 advection tendency over 20 ppb/hr up to 300–500 m). Model results show that elevated O3 is 
maintained (and even worsens) when the low-level convergence zone with O3-rich air moves to further inland 
regions. This may increase pollution exposure in suburban-to-rural regions even with low anthropogenic 
emissions. Modeled hotspots of ozone pollution hours suggest that the current network is not well-designed to 
represent the true importance of sea breezes on elevated O3 in the region. Sea breeze cases dominate O3 spatial 
heterogeneity as a result of the interactions between efficient photochemical ozone production, sea-breezes 
inland penetration, and uneven NOx titration effects from urban to suburbans. It is interesting to note that while 
high O3 in the region may often be observed by the current network during southwesterly conditions due to 
the transport of pollution from upwind, our model suggests that O3 pollution over land can clearly be worse 
on sea breeze days but would not be identified by the observations. Many of these days begin with calm winds 
where O3 chemical production may be more sensitive to local emissions. To better understand the O3 behavior 
inland on sea breeze days and its relevance to O3 policy, future exploration of the O3 production regime would 
provide additional insights. The distribution of anthropogenic and biogenic VOCs emissions (model input 
shown in Figure S2c in Supporting Information S1) will be important to fully understand O3 chemical produc-
tion in the study region. When a sea breeze front brings urban emissions into the far inland suburban-rural 
regions, interacting with lower-NOx and higher biogenic VOC emissions, the biogenic emissions (such as 
isoprene) may be expected to become important in maintaining or enhancing photochemical ozone production 
during the plume transport (Pfister et al., 2019). Future opportunities for this region include an evaluation of 
VOC emission sectors or mechanisms (e.g., marine, biogenic), and source attribution for assessing the sensi-
tivity of O3 production to precursor emissions in urban plumes (Vermeuel et al., 2019).

Model performance. This work provides a new application of regional chemical transport modeling and a combi-
nation of Pandora data and multiple measurements for understanding sea breeze pollution over the Greater 
Boston area. High-resolution simulations at 3 km resolution are able to capture the general diurnal variations of 
tropospheric NO2 and urban-to-suburban differences of surface NO2 by reproducing the mesoscale sea breeze 
transport using HRRR 3 km as initial and boundary conditions. Anthropogenic emissions inventories impact the 
modeled magnitude on both column and surface NO2 but have less impact on modeled diurnal NO2 trend and 
O3 performance than other factors (e.g., meteorology and model uncertainties). We would like to highlight the 
broad range of day-to-day model performance across the sea breeze cases, and that a large bias in individual sea 
breeze days may contribute to an overall moderate correlation between model and long-term observations. Future 
opportunities for model applications include understanding model performance for retrieval in different meteor-
ological scenarios, and increasing observation placement along sea-breeze impact region for model constraints. 
Furthermore, biogenic emissions emitted from urban landscapes can be associated with uncertainties arising 
from estimations of emission factors, urban leaf area index, and other sources (Gao et al., 2022; Kota et al., 2015). 
Exploration of these uncertainties and their impact on O3 air quality management over the study region could be 
examined in future work.

Monitoring and satellite remote sensing implications. The aforementioned spatiotemporal variability of air 
pollutants during sea breezes at this location highlights challenges and gaps in routine monitoring networks. For 
in-situ monitoring, additional O3 measurements at coastal and further inland hot spots could improve regional 
representativeness of pollution and exposure heterogeneity, provide better model constraints in the sea breeze 
cases, and more comprehensively identify conditions that lead to high O3. For remote-sensing monitoring of the 
tropospheric NO2, in Figure S9 in Supporting Information S1 we highlight the current monitoring capability, 
challenge, and observation strategies for our study area, potentially with broader implications for coastal urban 
regions. These include:
 The polar-orbit satellites (e.g., OMI: Levelt et  al.,  2006, TROPOMI: Veefkind et  al.,  2012) have a daily 

overpass time around 2 p.m. LT when the sea breeze front often creates a steep gradient of tropospheric 
NO2 column over land. Finer pixel size, for example, from OMI at 13  km  ×  24  km to TROPOMI at 
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3.5 km × 7 km (3.5 km × 5.5 km since 6 August 2019), allows monitoring close to the urban pollution 
scale. However, those steep chemical gradients present in our 3 km × 3 km modeled results could pose a 
particular challenge in satellite monitoring with a-priori inputs on the order of 0.25-degrees or coarser. 
Air mass factor calculations in satellite retrievals may therefore suffer in particular from a higher error 
on sea breeze days due to the impact of coarse a-priori model input on the vertical NO2 profile shapes 
(Geddes et al., 2021). In Figure S10 in Supporting Information S1 we demonstrate a preliminary compar-
ison for averaged TCNO2 in the sea breeze and non-sea breeze days between operational TROPOMI, 
our model result, and BU Pandora. Non-sea breeze cases have consistent TCNO2 between the different 
approaches, while the sea breeze scenario has larger discrepancies between operational TROPOMI and 
modeled TCNO2 in terms of magnitude and spatial distribution (e.g., model vs. TROPOMI at BU site 
by about a factor of 2). We know TROPOMI retrievals can be improved by higher-resolution modeling 
(M. Li et al., 2021; Zhao et al., 2020), and may further benefit from additional constraints from multiple 
well-allocated Pandoras.

 The diurnal evolution of sea-breeze pollution in the coastal US regions will be captured by geostationary satel-
lites (e.g., TEMPO at 3 km × 3 km). The standard hourly daytime measurements from the geostationary 
satellites will provide a unique opportunity to observe the diurnal patterns of tropospheric NO2 column 
redistributed by the sea breeze development and various extent of inland penetration. Further opportunities 
exist in non-standard operations at higher time resolution comparable with Pandora observations (∼5 min 
resolution) to monitor rapid changes in the pollutant plume. However, the spatial heterogeneity from daily to 
diurnal scales in the sea-breeze scenarios can add uncertainties to the air mass factor calculations for retrieval 
results. The variability of TCNO2 within a 0.25-degree model grid box can vary by an order of magnitude 
during sea breezes. Taking 2 p.m. on June 28 for example, the TCNO2 varies from about 0.1 DU to 1 DU, 
roughly a factor of 10. This is much higher with respect to roughly a factor of two in a prevailing westerly 
scenario. Accurate monitoring of the diurnal evolution, especially the various extents of inland penetra-
tion in the afternoon from day-to-day, is needed. The 3-km hourly model results at a similar resolution as 
the expected forthcoming geostationary TEMPO observations provide valuable insights for future retrieval 
studies.

 Among other monitoring networks, Pandora instruments provide constraints on model and retrieval over the 
Greater Boston area. Based on our evaluation results, BU Pandora provides practical constraints in urban 
NOx emissions and the rapid diurnal variations of tropospheric NO2 column influenced by sea breeze circu-
lations. Combining high-resolution modeling, the accurate allocation of multiple Pandoras datasets, and 
other observation data provide a unique opportunity to support geostationary retrieval in the Greater Boston 
region.

Overall, our work provides new evidence of underestimated regional heterogeneity of O3 pollution and TCNO2 
distribution during sea breeze development from high-resolution modeling of NO2 and O3 in the Greater Boston 
area. The spatiotemporal variability of air pollution in coastal environments, particularly during sea breezes, sets 
the bar higher for the representativeness of the traditional and newly developing monitoring networks in regional 
air quality. High-resolution information from model tools combined with well-allocated observations is required 
to develop customized strategies for monitoring coastal urban air quality and improving remote sensing retrieval 
accuracy.

Data Availability Statement
The ambient air quality monitoring datasets are publicly available at the U.S. Environmental Protection Agency 
Air Quality System repository via https://www.epa.gov/outdoor-air-quality-data. The surface meteorological 
observation datasets are publicly available at the NOAA ISD Lite database via ftp://ftp.ncdc.noaa.gov/pub/data/
noaa/isd-lite/. The AMDAR data are downloaded from https://zenodo.org/record/3934378#.YGsWUa9Kg2z 
(D. Li, 2020). The WRF-Chem preprocessor tools and emission inputs used in this study are publicly avail-
able via https://www2.acom.ucar.edu/wrf-chem/wrf-chem-tools-community. In addition, model output and 
observation data used in this analysis are freely available in the Boston University Institutional Repository, 
OpenBU, at: https://open.bu.edu/handle/2144/45630, and can also be requested by contacting the correspond-
ing author.
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